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Background 

• A student project on the topic „ Classification of 
Folktales: Building and Querying an Ontology 
with Folktales Classifications“ 
– Goal: To design a piece of software that could take any 

given folktale, and display a list of categories to which 
this folktale belonged. 

• Prerequisite: Formalisation of classification 
schemes used by folklorists 
– Additionaly, investigating how WordNet can be used 

for identifiying similar elemens in different 
(formalized) classification schemes (topic of the 
current presentation). 
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2 Classification schemes 

• Two well-known classification systems used by folklorists: 
– TMI  - Thompson-Motif-Index of Folk-Literature 
– ATU  - Aarne-Thompson-Uther classication 

 

• Both of them are available as printed sources, or as online 
resources in html or pdf format. Since the two systems are 
related to each other (from ATU to TMI) , our aims were to: 
1.  organize them in one ontology with appropriate references, 
2.  make the resulting ontology available online, 
3.  implement a web interface for SPARQL querying, and 
4.  implement an automatic classifier of texts based on statistical 

approach. 
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TMI 
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http://www.ruthenia.ru/folklore/thompson/ 



ATU 
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ATU Textfile 

• 1 The Theft of Fish. (Including the previous Types 1* and 1**.) A fox 
(hare, rabbit, coyote, jackal) lies in the road pretending to be dead. A 
fisherman throws him on his wagon which is full of fish (cheese, butter, 
meat, bread, money). The fox throws the fish out of the wagon [K371.1] 
and jumps down after them [K341.2, K341.2.1]. 

• A wolf (bear, fox, coyote, hyena) tries to imitate this and pretends to be 
dead, too. The fisherman catches him and beats him [K1026]. Cf. Types 
56A, 56B, and 56A*. 

• In some variants one animal (rabbit, fox) pretends to be dead in order to 
distract a man who is carrying a basket of food. Another animal (fox, wolf) 
steals the basket. (Previously Type 1*, cf. Type 223.) Or an animal makes a 
hole in the basket so that the contents fall out. (Previously Type 1**.) 
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TMI vs ATU 

Thompson-Motif-Index 

 

 

 

 

• smaller units 

• organized in hierarchical 
structure 

Aarne-Thompson-Uther Types 

 

 

 

 

• bigger units 

• parts of type 
descriptions refer to 
motifs 
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Motif is a repeated story 
element, e.g., a character,  
An object, an action, or an 
event. 

Type  is a main story line 
that can be found in several 
cultures. 
 



Transforming TMI and ATU into 
 an integrated Ontology 

• Preprocessing TMI and ATU Text 
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Creating the Ontology for TMI and ATU 
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Ontology for TMI and ATU -- Structure 
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Example of two ontology class entries 
in RDF(s) Syntax 
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Ontology Visualization (2) 
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Ontology Visualized in Protégé 

GWC 2016, Bucharest, 27-30 January 2016 13 



Goal of the use of WordNet 

• Detect similar characters/actors within and 
across the tale classification systems. 
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Input Data for WordNet Analysis 

• 2 The Tail-Fisher. A bear (wolf) meets a fox who has 
caught a big load of fish. He asks him where he caught 
them, and the fox replies that he was fishing with his 
tail through a hole in the ice. He advises the bear to do 
likewise and the bear does. When the bear tries to pull 
his tail out of the ice (because men or dogs are at-
tacking him), it is frozen in place. He runs away but 
leaves his tail behind [K1021]. Cf. Type 1891. 
 

• Combinations: This type is usually combined with epi-
sodes of one or more other types, esp. 1, 3, 4, 5, 8, 15, 
41, 158, and 1910. 
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Input Data for WordNet Analysis – Pre-
processed for machine reading 

• 6~Animal Captor Persuaded to Talk.~ A fox 
(jackal, wolf) catches a chicken (crow, bird, 
hyena, sheep, etc. ) and is about to eat it. The 
weak animal asks a question and the fox 
answers. Thus he releases the prey and it 
escapes. ~K561.1 
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Use NLTK for accessing WN 

• Searching for the least common hypernym (LCH) 
for the two words used in the pattern “A/An 
Noun (Noun): 
– Synset(man.n.01), Synset(fox.n.05) => 

LCH(Synset(person.n.01)) 

– Synset(fox.n.01), Synset(jackal.n.01) => 
LCH(Synset(canine.n.02)) 

– Synset(fox.n.01), Synset(cat.n.01) => 
LCH(Synset(carnivore.n.01)) 

– Synset(raven.n.01), Synset(crow.n.01) => 
LCH(Synset(corvine_bird.n.01)) 
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Filtering out LCH results? 

• Is “Synset(man.n.01), Synset(fox.n.05) => 
LCH(Synset(person.n.01))” not delivering a too 
generic synset?  

• Testing the the NLTK function “path_similarity” for 
filering out: 

• “man.n.01” and “fox.n.05: ‘0.2’  

• “fox.n.01” and “jackal.n.01” : ‘0.33’ 

• O.33 as a threshold for selecting a hypernym? 
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Flitering (2) 

• filtering out the selected hypernym on the 
basis of the length of the path leading from it 
to the root node. The LCH “canine.n.02” has a 
much longer path to “entity” as does the LCH 
“person.n.01”.  

– Is “canine” then more appropriate for a precise 
detection of character similarities across 
classification systems? 
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Extending the term base via the NLTK 
hyponym search 

• synset “overlord.n.01” 

–  hyponyms “feudal_lord”, “seigneur” and 
“seignior”, 

• But “fox.n.01” 

–  “Urocyon_cinereoargenteus” or “Vulpes_fulva” 

– Are such scientific names useful for the task at 
hand`? Still: it allows to link to another type of 
literature.  
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NLTK function for generating multilingual 
equivalents (for example: FR) 

• Synset(‘fox.n.01') ::Synset('wolf.n.01')  ::  
['renard'] and ['loup', 'louve'] 

  
• Synset('dragon.n.02')::Synset('monster.n.04') ::  

['dragon'] and ['démon', 'monstre', 'diable', 
'Diable']  

  
• "Synset('enchantress.n.02')::Synset('sorceress.n.0

1') ::  ['sorcière'] and ['enchanteur', 'ensorceleur', 
'sorcière'] 

GWC 2016, Bucharest, 27-30 January 2016 21 



Future Work 

• Evaluation of the results presented in this talk. 

• Generation of multilingual classification 
systems, with the help of other sources 

• Extending the work to other classification 
systems (for example Grimm) 

GWC 2016, Bucharest, 27-30 January 2016 22 


